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[1] Accurate representation of surface energy partitioning is crucial for studying land
surface processes and the climatic influence of land cover and land use change using
coupled climate-land surface models. A critical question for these models, especially for
newly coupled ones, is whether they can adequately distinguish differences in surface
energy partitioning among different vegetation types. We evaluated 3 years (2004–2006)
of surface energy partitioning and surface climate over four dominant vegetation types
(cropland, grassland, needleleaf evergreen forest, and broadleaf deciduous forest) across
the United States in a recently coupled regional climate model, Weather Research and
Forecasting Model 3–Community Land Model 3.5 (WRF3-CLM3.5), by comparing model
output to observations (AmeriFlux, Clouds and the Earth’s Radiant Energy System
(CERES), and Parameter-elevation Regressions on Independent Slopes Model (PRISM)
data) and to standard WRF model output. We found that WRF3-CLM3.5 can capture the
seasonal pattern in energy partitioning for needleleaf evergreen forest but needs
improvements in cropland, grassland, and broadleaf deciduous forest. Correcting the leaf
area index representation for cropland and grassland could immediately improve the
simulation of latent heat flux and hence the energy partitioning. Adding an irrigation
scheme is especially important for cropland in the Midwest, where the strongly coupled
soil moisture and precipitation can form a positive feedback that reduces latent heat flux
and increases the warm bias. For deciduous forest, the simulated excess latent heat flux
before leaf emergence is mainly from soil evaporation, requiring further improvement in
the soil evaporation scheme. Finally, the domain-wide overestimated net radiation
contributes to positive biases in sensible, latent, and ground heat flux, as well as surface
temperature. The standard WRF simulation has a similar warm bias, implicating errors in
modules other than the land surface code. A sensitivity test suggests that improved
simulation of downward solar radiation could reduce the energy flux and temperature
biases. After adding irrigation process and correcting the leaf area index, WRF3-CLM3.5
appears reliable for studying conversions between natural grassland and irrigated cropland
and between needleleaf evergreen forest and grassland.
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1. Introduction

[2] A large number of observational and modeling studies
have confirmed that the land surface plays a key role in
weather and climate [Feddema et al., 2005; Kalnay and Cai,

2003; Pielke et al., 2002, 2007; Pitman et al., 1999;
Seneviratne et al., 2006]. The land surface influences the
atmosphere through exchange of energy, momentum, water,
and CO2 and other trace gases across the atmospheric
boundary layer [Bounoua et al., 2002; Cox et al., 2000].
Conversion from one land cover to another can alter albedo,
surface hydrology, boundary layer roughness length, and
therefore surface energy partitioning. Moreover, various
types of land cover changes can generate quite different cli-
mate changes. For instance, conversion of Amazon forest to
pasture has significantly increased surface temperature and
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reduced evaporation and precipitation [Malhi et al., 2008;
Shukla et al., 1990], while replacing natural grassland with
irrigated cropland has introduced much more evapotranspi-
ration and reduced surface temperature [Bonfils and Lobell,
2007; Diffenbaugh, 2009; Kueppers et al., 2007; Lobell
et al., 2009]. Even in the absence of irrigation, studies
confirm that soil moisture has strong leverage on energy flux
partitioning at the surface [Dirmeyer et al., 2000; Guo et al.,
2006; Koster et al., 2004].
[3] As climate models become a primary tool for studying

the atmospheric role of land surface processes, a question
for current climate models is whether they can adequately
distinguish and accurately simulate surface energy parti-
tioning over different vegetation types. Plants contribute a
large fraction of latent heat flux through evaporation of
water from leaf surfaces and transpiration from deeper soil
layers when stomata open during photosynthesis. Plants
also affect net radiation by altering the surface albedo. A
change in plant height can change the boundary layer
turbulence by influencing surface roughness, and therefore
the total energy exchange via latent and sensible heat
fluxes [Davin and de Noblet-Ducoudre, 2010]. In most
climate models, several important vegetation parameters
(plant function type/vegetation type, leaf area index, stem
area index, and canopy top/bottom height) are prescribed
according to satellite observations and ground measure-
ments. These parameters are not necessarily accurate at the
site scale because of the algorithm and validation methods
used in retrieving satellite data or aggregating ground data
[Yang et al., 2006]. Validation of surface fluxes over differ-
ent vegetation types can help identify deficiencies in key
parameters and model formulations to target for improving
model performance.
[4] Increasing ground and satellite based observations of

surface energy fluxes enable validation of energy partition-
ing in climate models. Ground based networks, such as
FLUXNET [Baldocchi et al., 2001] and SURFRAD
[Augustine et al., 2000] have helped to identify the source of
radiation budgets and soil moisture errors [Markovic et al.,
2008; Stöckli et al., 2008; Williams et al., 2009]. Satellite
derived data, such as International Satellite Cloud Clima-
tology Project [Raschke et al., 2005] and Clouds and the
Earth’s Radiant Energy System (CERES) [Wielicki et al.,
1996] have also been used in model validation [Su et al.,
2010; Wild and Roeckner, 2006]. However, many of the
validation studies have focused on site averages without
considering the vegetation type [Markovic et al., 2008] or a
specific vegetation type in the domain, such as tundra in the
arctic [Lynch et al., 1999]. The validation of surface energy
partitioning over a range of different vegetation types at
continental scales has not been generally reported, even
though observations suggest that surface energy partitioning
varies considerably with vegetation type [Wilson et al.,
2002b].
[5] The aim of this work is to examine energy partitioning

and surface climate simulated by a recently coupled
regional climate model, Weather Research and Forecasting
Model 3–Community Land Model 3.5 (WRF3-CLM3.5),
for four major vegetation types across the United States, and
to identify the model’s strengths and deficiencies to help
prioritize model improvements. As the next generation
mesoscale numerical model, the standard version of Weather

Research and Forecasting (WRF) model includes rela-
tively simple land surface schemes, which potentially
constrain model applications for studying the land surface
and ecosystem-atmosphere feedbacks. The newly coupled
model improved the surface process simulation in Cali-
fornia [Subin et al., 2011], but has not been validated at the
continental scale. We used the standard version of the WRF
model version 3.0 [Skamarock et al., 2008], AmeriFlux site
observations (S. C. Wofsy and D. Y. Hollinger, Science
Plan for AmeriFlux: Long-term flux measurement network
of the Americas, http://public.ornl.gov/ameriflux/docs/scif.
doc, 1998), and CERES data [Wielicki et al., 1996; Young
et al., 1998] to evaluate energy flux partitioning. We ana-
lyzed the bias in surface climate variables (daily maximum
temperature, daily minimum temperature and precipitation)
by comparing to Parameter-elevation Regressions on Inde-
pendent Slopes Model (PRISM) data sets [Di Luzio et al.,
2008]. We focused on four dominant vegetation types with
adequate representation in the AmeriFlux network (crop-
land, grassland, needleleaf evergreen forest and broadleaf
deciduous forest).

2. Model and Data

[6] The Community Land Model version 3.5 (CLM3.5)
[Oleson et al., 2008] has been coupled into the Weather
Research and Forecasting Model version 3 (WRF3)
[Skamarock et al., 2008] in an effort to improve simulations
of the effects of land cover and land use change on regional
climate. Details of the coupling and model validation in
California are documented elsewhere [Subin et al., 2011],
but will be briefly summarized here.
[7] CLM3.5 represents the surface with five primary

subgrid land cover types (glacier, lake, wetland, urban, and
vegetated) in each grid cell (the urban subgrid land cover
type is not active in WRF3-CLM3.5). The vegetated portion
of a grid cell is further divided into patches of up to 4 of
16 plant functional types (PFTs) [Bonan et al., 2002], each
characterized by distinct physiological parameters [Oleson
et al., 2008]. The spatial distribution of plant function
types and leaf area index are obtained from 1 km MODIS
observations from 2001 to 2003. Leaf area index (LAI) is
prescribed monthly and is updated daily by linearly inter-
polating between monthly values. The major improvements
in CLM3.5 include new surface data sets [Lawrence and
Chase, 2007], an improved canopy integration scheme
[Thornton and Zimmermann, 2007], scaling of canopy
interception [Lawrence et al., 2007], a simple TOPMODEL-
based model for surface and subsurface runoff [Niu et al.,
2005], a simple groundwater model for determining water
table depth [Niu et al., 2007], and a new frozen soil scheme
[Niu and Yang, 2006].
[8] We set up two 5 year simulations (2002–2006) for

standard WRF3.0.1 and WRF3-CLM3.5, which differed
only in the land surface model (Noah versus CLM). The
Noah land surface model [Chen and Dudhia, 2001] has 4 soil
layers (compared to 10 soil layers in CLM3.5) and only one
vegetation type (instead of 4 PFTs in CLM3.5) for each grid
cell. There is no separate treatment of shaded and sunlit
canopy (CLM3.5 treats shaded and sunlit differently). The
other physical packages used in our simulations include the
YSU PBL scheme [Hong et al., 2006], the Rapid Radiative
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Transfer longwave scheme [Mlawer et al., 1997], the
Goddard shortwave radiation parameterization [Chou and
Suarez, 1994], the Purdue Lin bulk microphysics scheme
[Lin et al., 1983] and the Kain-Fritsch cumulus scheme
[Kain, 2004]. These physical configurations yielded the best
results for WRF3-CLM3.5 compared to two alternate con-
figurations (one with Duhia shortwave scheme and one with
Net Grell cumulus scheme, keeping other schemes the same).
We used NCEP/DOE Reanalysis II data as boundary condi-
tions for the period January 2002–December 2006. The
simulations focused on the continental United States with
25 vertical layers and 50 km horizontal resolution. We
interpolated (using the inverse distance weighting method)
0.5�CLM surface input data (including plant functional
types, plant function type percent, leaf area index, and stem
area index) into the model domain. For analysis, we
removed 8 grid cells from the full perimeter of the domain as
a buffer, which diminished the original domain from
109 � 129 to 93 � 113 grid cells (Figure 1). We extracted
the last 3 years (2004–2006) of output to evaluate model
performance over the entire United States relative to ground-
based and satellite observations and standard WRF.
[9] As part of the FLUXNET network, AmeriFlux is

currently composed of 133 sites (both active and inactive)
across North America, Central America and South America.
The network collects continuous observations of ecosystem
level exchanges of CO2, water, energy, and momentum
spanning diurnal, synoptic, seasonal, and interannual time
scales. Thirteen AmeriFlux sites were used in the analysis.
For most comparisons, we used the gap-filled Level 4
database, which has the best quality sensible heat flux (H)
and latent heat flux (LE) data. Since lack of energy closure
[Wilson et al., 2002a] will affect the magnitude of observed
H, LE, and G, we emphasize the Bowen Ratio comparison.
Besides the gap-filled Level 4 data, we used Level 2 data
with gaps for ground heat flux (G) (only for sites that had
>90% data), net radiation, and radiative fluxes (downward/
upward solar and longwave radiation). In addition to the
observed energy variables, we examined the three compo-
nents of modeled latent heat flux: soil evaporation (LESOI),

wet leaf evaporation (LEVEG), and dry leaf transpiration
(LETRAN) to diagnose the model deficiencies even though
there are no observations of these variables in the flux tower
sites.
[10] Although there are a total of 32 sites with Level 4 data

from 2004 to 2006, we used only 13 sites (circles in
Figure 1) in the analysis after a vegetation type match pro-
cedure. Because 50 km resolution and 4 or fewer PFTs per
model grid cell are not directly comparable to site-level
vegetation types, we assigned all model grid cells to one of
four dominant vegetation types (cropland, grassland, ever-
green needleleaf forest and deciduous broadleaf forest)
according to the plant functional type with the highest per-
cent (and a minimum of 30%) in the grid cell (Figure 1).
Even though broadleaf deciduous trees are not >50% of all
BDT grid cells, PFT level fluxes and grid level energy fluxes
are very well matched from September to April, and grid
level fluxes are only slightly less (<14 W m�2) than BDT
PFT level fluxes in summer. Then for each AmeriFlux site,
we selected the nearest model grid cell with the same dom-
inant vegetation type that occurs in the sites (Table 1).
Nearest grid cells that were far away (>100 km) from
observation sites were not used.
[11] We interpolated (using the inverse distance weighting

method) the CERES monthly TOA/surface mean (SRBAVG)
data sets [Wielicki et al., 1996; Young et al., 1998] into our
model domain for a continental view of downward solar
radiation, upward longwave radiation, and net radiation.
CERES is a global satellite product that provides radiation
fluxes at top-of-atmosphere and also at the surface (data
are available for download at http://eosweb.larc.nasa.gov/
PRODOCS/ceres/level3_srbavg_table.html).
[12] We also used PRISM data [Di Luzio et al., 2008] to

evaluate the surface climatology (daily minimum tempera-
ture, daily maximum temperature, and precipitation).
PRISM is recognized as one of the highest-quality spatial
climate data sets over the United States. It synthesizes and
interpolates point measurements of precipitation, tempera-
ture, and other climatic factors to produce continuous, digital
grid estimates of monthly, yearly, and event-based climatic

Figure 1. Distribution of the four dominant vegetation types in the model domain. The black circles indi-
cate the AmeriFlux sites used in this work, and plus signs are grid cells nearest to each observation site.
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parameters with a 0.05 deg resolution (http://www.prism.
oregonstate.edu/). As with CERES, we interpolated the
PRISM data to the model domain for the comparison with
model output.

3. Results

3.1. Surface Climate

[13] We compared the 3 year (2004–2006) 2 m daily mean
minimum temperature (T_min), daily mean maximum tem-
perature (T_max) and daily mean precipitation to PRISM
data. The simulation has a warm bias with regional variation
in magnitude. WRF3-CLM3.5 overestimated the T_min
(Figure 2a) over all of the United States, especially in the
Midwest (>8 K), where most area is covered by crops or
grassland. WRF3-CLM3.5’s performance is better for
T_max (Figure 2b), with most of the West having a smaller
warm bias (<4 K) and some mountain areas underestimating
the T_max by 4–6 K. For all seasons, the Midwest has a
consistent warm bias and the highest warm bias appeared in
summer (not shown). Warm biases in the Midwest have also
been seen in other combinations of climate and land surface
models, such as RegCM-BATS [Walker and Diffenbaugh,
2009] and RegCM-CLM [Tawfik and Steiner, 2011].
WRF3-CLM3.5 underestimated precipitation (Figure 2c) in
the Midwest, with some overlap between areas with a dry
bias and the warm bias region. Low precipitation may be
exacerbating the warmer climate in the overlap region. On
the west and east coast, where there is forest cover, the
model generally simulated more precipitation than in the
PRISM data set.
[14] For the domain mean time series (Figure 2d), the

summer has the highest T_max difference, while the T_min
bias is consistently large in all seasons (Figure 2d). The large

temperature bias also exists in standard WRF, with reduced
summer T_max bias but increased winter T_min bias.
Unlike the consistent year-to-year temperature bias, the
precipitation bias has more interannual variation. For
instance, summer has a large dry bias in 2004 and 2005, but
not in 2006 (Figure 2d). Compared to WRF3-CLM3.5,
standard WRF shows a greater daily precipitation in nearly
all months (Figure 2d).
[15] At the site scale, WRF3-CLM3.5 has a consistent,

large warm bias at the 13 flux tower sites in all seasons, with
a range from +2.9 to +7.3 K in the monthly mean bias
(Table 2) averaged over each vegetation type. Cropland has
the highest daily average 2 m temperature (T2) bias while
evergreen forest has the lowest T2 bias. The daily precipi-
tation bias has more seasonal variation among vegetation
types. Generally WRF3-CLM3.5 overestimates the precipi-
tation in winter and underestimates the precipitation in
summer (not shown) at the 13 flux tower sites. With respect
to monthly mean precipitation, the model simulated too little
precipitation for crop and deciduous forest and excess pre-
cipitation for grasslands and evergreen forest (Table 2).

3.2. Daily Mean Surface Energy Fluxes

[16] The 13 observation sites we selected capture only a
small subset of the area of each dominant vegetation type.
Compared to hundreds of model grid cells, most of the
observation sites are within the range of the WRF3-CLM3.5
simulation for latent heat flux (LE) (Figure 3a). Modeled
sensible heat flux (H) is generally greater than observed
(Figure 3b), consistent with WRF3-CLM3.5’s warm bias.
Flux values at the nearest grid cells tend to be higher than
observations for both fluxes for all dominant vegetation
types.

Table 1. Vegetation Composition at AmeriFlux Sites and Corresponding Model Plant Functional Types and Percentages

Sitea Site Vegetation

Model PFTs

PFT 1 % PFT 2 % PFT 3 % PFT 4/other %

Cropland
ARM Wheat, corn, soybean periodic rotation Crop 92 BDT Temperateb 4 C3 grass 1 Bare Ground 3
Bo1 Corn, soybean annual rotation Crop 93 BDT Temperate 7 - - - -
Ne1 Maize Crop 87 C3 grass 7 BDT Temperate 3 Bare Ground 3
Ro3 Corn, soybean annual rotation Crop 72 C3 grass 16 BDT Temperate 10 Bare Ground 2

Grassland
Fpe Grassland C3 grass 65 Crop 14 BDT Temperate 2 Bare Ground 19
Var Grazed C3 grassland in a region of savanna C3 grass 76 NET Temperateb 16 BDT Temperate 7 Bare Ground 1

Evergreen Needleleaf Forest
Wrc Douglas-fir and western hemlock NET Temperate 49 C3 grass 36 NET Borealb 12 BDT Temperate 3
Me2 Mature ponderosa pine NET Temperate 53 C3 grass 33 NET Boreal 8 BDT Temperate 6

Deciduous Broadleaf Forest
MOz Oak hickory forest BDT Temperate 35 Crop 31 C3 grass 25 C4 grass 9
MMS Mixed hardwood deciduous forest BDT Temperate 54 C3 grass 24 Crop 20 C4 grass 2
UMB Deciduous broadleaf forest BDT Temperate 35 C3 grass 28 NET Temperate 20 Crop 17
Bar Temperate northern hardwood forest BDT Borealb 39 NET Boreal 31 C3 arctic grass 29 Crop 1
Ha1 Temperate deciduous forest BDT Temperate 45 C3 grass 39 NET Temperate 11 Crop 5

aARM, ARM SGP Main; Bo1, Bondville; Ne1, Mead Irrigated; Ro3, Rosemount G19; Fpe, Fort Peck; Var, Vaira Ranch; Wrc, Wind river crane site;
Me2, Metolius Intermediate Pine; MOz, Missouri Ozark; MMS, Morgan Monroe State Forest; UMB, UMBS; Bar, Barlett Experimental Forest; Ha1,
Harvard Forest.

bBDT Temperate, broadleaf deciduous tree–temperate; BDT Boreal, broadleaf deciduous tree–boreal; NET Temperate, needleleaf evergreen tree–
temperate; NET Boreal, needleleaf evergreen tree–boreal.
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3.3. Monthly Variation in Surface Energy Partitioning

[17] WRF3-CLM3.5’s performance for monthly parti-
tioning of surface energy is shown for 8 out of the 13 sites in
Figure 4, with two representative sites for each vegetation
type. Ground heat flux (G) was only available at four sites
(Na1, Var, Me2 and MMS) where percent of data available
is greater than 90%. Without an irrigation scheme in the
model, WRF3-CLM3.5 produced lower LE at irrigated crop
site Ne1 while partitioning more energy to H in the summer
(Figure 4a). Irrigation at Ne1 results in an observed increase
in LE in summer (maximum in August, 114.9 W m�2)
corresponding with a decrease in H (minimum in August,

Table 2. Comparison of Annual, Site Level 2 m Temperature,
and Daily Precipitation Between WRF3-CLM3.5 (Model) and
AmeriFlux (Obs) Averaged for the Four Vegetation Typesa

Site Type
Number
of Sites

2 m Temperature
(�C)

Daily Precipitation
(mm/day)

Model Obs Model Obs

Crop 4 19.1 (0.7) 11.8 (0.6) 1.8 (0.4) 2.2 (0.4)
Grass 2 16.2 (0.9) 10.6 (0.8) 2.0 (0.7) 1.4 (0.5)
Evergreen 2 11.5 (0.4) 8.6 (0.5) 5.5 (1.0) 3.6 (1.3)
Deciduous 5 13.7 (0.5) 9.9 (0.5) 2.7 (0.4) 2.8 (0.4)

aStandard errors of the mean are given in parentheses.

Figure 2. Annual difference in (a) minimum daily temperature, (b) maximum daily temperature, (c) daily
precipitation between WRF3-CLM3.5 and PRISM from 2004 to 2006, and (d) monthly time series of
T_max, T_min, and precipitation averaged over the contiguous United States for WRF3-CLM3.5,
standard WRF (WRFNOAH), and PRISM.
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7.8 W m�2). However, WRF3-CLM3.5 produced a large H
(85.7 W m�2 in August) and small LE (41.2 W m�2 in
August) in summer. Similar patterns found at two nonirri-
gated sites (Ro3 and Bo1) could be due to the under-
estimated precipitation or leaf area index. At the nonirrigated
ARM site, the model reasonably simulated monthly varia-
tion in H and LE with a slightly higher magnitude than
observed (annual average of 17.8 W m�2 greater H and
6.9 W m�2 greater LE).
[18] Because of different climate conditions, observed

energy fluxes indicate a clear difference in the timing of the
growing season at the two grass sites (Figure 4b), which is
not replicated by the model. The growing season is spring
and summer at Fpe, which has a continental climate, but is
winter and spring at Var because of the Mediterranean cli-
mate. The growing season usually is associated with large
LE because of greater soil evaporation and plant transpira-
tion. The flux tower measurements do show a maximum
LE in July at Fpe (86.6 W m�2) and in April at Var
(63.1 W m�2). However, simulated H and LE at Fpe and Var
have a very similar temporal pattern (gradually increasing in
spring, reaching peak in summer). Such a pattern is reason-
able at Fpe but is incorrect at Var where the natural grass has
senesced in summer.
[19] For the evergreen forest sites, the energy flux simu-

lations have a pattern similar to the observations, but with
greater magnitude (Figure 4c). The annual averaged LE and
H differences are 13.6 W m�2 and 4.8 W m�2 greater than
observed at the Wrc site and 21 W m�2 and 19.6 W m�2

greater at the Me2 site.
[20] For the deciduous forest sites (Figure 4d), the flux

observations indicated the clear growing season pattern of
deciduous broadleaf trees, which was not represented in the
simulations. All AmeriFlux deciduous sites observed an LE
increase in spring and summer accompanied by a decrease in

summer H when new leaf growth generates stronger photo-
synthesis and enables more transpiration at the surface. In
the simulation, H peaks in the summer season, which is not
in agreement with the observation of a peak in March and
April before leaf emergence. The same results were
observed at the UMBS site for a different time period
[Schmid et al., 2003]. At MMS and Ha1, H was correctly
simulated before May, but continued to increase and reached
peaks in June (Ha1) and August (MMS), while observed H
decreased after April. LE was overestimated at Ha1 in
most of the months by an average of 18.5 W m�2 and
MMS was overestimated in spring and winter by an average
17.9 W m�2.
[21] In the model, G is calculated as net radiation (Rn)

minus H and LE, therefore errors in Rn, H, and LE could all
contribute to the G bias making it hard to diagnose. The
simulated G is higher than observations in nearly all months,
and the bias magnitude ranges from 1 W m�2 to 4 W m�2

over the four sites with adequate data (Ne1, Var, Me2, and
MMS, Figure 4 (right)).
[22] The Bowen ratio comparison shown in Figure 5

indicates that the model is good at capturing the monthly
partitioning for evergreen forest vegetation, but misses fea-
tures of the monthly patterns for cropland, grassland, and
deciduous forest. For cropland, both WRF3-CLM3.5 and
standard WRF overestimated the Bowen ratio (1.3–1.8)
because of underestimated latent heat flux. The observed
crop Bowen ratio (Figure 5a) was very low (0.26–0.36)
between May and September because of increased latent
heat flux introduced by irrigation or rainfall. Over the four
crop sites, the simulated Bowen ratio from April to Sep-
tember (growing season) was 1.25 for ARM site, 0.75 for
Ne1, 0.58 for Bo1, and 0.42 for Ro3. For grassland
(Figure 5b), instead of showing the average of the two sites,
we plot the Bowen ratios individually since the two sites

Figure 3. Three years (2004–2006) of daily mean (a) latent heat flux and (b) sensible heat flux for the
four dominant vegetation types evaluated. The bottom and top of each box are the 25th and 75th percentile
(the lower and upper quartiles, respectively) among all grid cells for the dominant type, and the band near
the middle of the box is the 50th percentile. The ends of the whiskers are the lowest and highest data points
still within 1.5 times the interquartile range. Black circles are outliers, blue circles are the 3 year daily
mean fluxes over 13 AmeriFlux towers (black circles in Figure 1), and red circles are mean fluxes for
the grid cells nearest to observation sites (plus signs in Figure 1); “n” indicates the number of observed
sites for each vegetation type.
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have very different climates. At the Var site, the observed
Bowen ratio is very large (9–21, peak in September) because
of little LE and very large H. WRF3-CLM3.5 did not capture
the peak while standard WRF overestimates the peak by 13.
The large standard errors in the observed summer Bowen
ratio realistically reflect the large variation in observed H
and LE at the Var site, which suggests challenges for

accurate simulations over grassland areas. The under-
estimated Bowen ratio by WRF3-CLM3.5 in summer is
mainly due to excess LE at the Var site. The source of the
incorrect LE can be explained by excess plant transpiration
(Figure 4b) due to a too large leaf area index in summer. At
the Fpe site, both WRF3-CLM3.5 and standard WRF
slightly overestimate the Bowen ratio. For evergreen forest

Figure 4. Seasonal energy partitioning (2004–2006 mean) for four dominant vegetation types at eight
observation sites (hashed bars) and the nearest grid cells (solid bars). H is sensible heat flux, LE is latent
heat flux, LESOI is soil evaporation, LEVEG is leaf evaporation, LETRAN is leaf transpiration, and G is
ground heat flux. Observed H and LE are Level 4 AmeriFlux data. G is Level 2 data and only available for
select sites.
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(Figure 5c), although the magnitude of the simulated H and
LE are both higher than observed (Figure 3), the Bowen
ratio matches observations quite well. Notably, the WRF3-
CLM3.5 simulation of energy partitioning performs better
than standard WRF for evergreen forests in most months. For
deciduous forest (Figure 5d), the simulated Bowen ratio is
much smaller than observed in spring because of excessive
LE (H values are reasonable). Similar to evergreen forest,
standard WRF simulated a lower Bowen ratio compared to
WRF3-CLM3.5.

3.4. Surface Radiation Budgets

[23] The simulation of surface to atmosphere energy
fluxes is highly dependent on the surface radiation budget.
Net radiation is the balance between net solar radiation and
net longwave radiation. Incorrect simulation of the radiation
budget affects the magnitude of the components of the sur-
face energy balance. And in the nonlinear climate system,
the magnitude change for H, LE and G may not be the same;

Figure 5. Monthly Bowen Ratio for (a) cropland, (b) grassland, (c) evergreen needleleaf forest, and
(d) broadleaf deciduous forest comparing WRF3-CLM3.5 (WRFCLM), standard WRF (WRFNOAH),
and AmeriFlux observations. The WRFCLM and WRFNOAH values are the mean of nearest grid cells
for each type (plus signs in Figure 1), and the observation values are the mean of the AmeriFlux sites
(black circles in Figure 1). The error bars indicate the standard errors (n = 3 years). For grassland, instead
of showing the average of the two sites, we plot the Bowen ratios individually for Fpe and Far sites since
the two sites have very different climates.
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therefore the bias in the radiation budget could alter surface
energy partitioning.
[24] The relatively reasonable simulation of continental-

scale net radiation (Figure 6a) is due to two canceling errors.
Overpredicted upward longwave radiation (Figure 6b) is
canceled by the overpredicted downward solar radiation
(Figure 6c). For most regions, the bias in mean net radiation
is not large (within �15 W m�2) compared to the bias in
downward solar radiation (40–60 W m�2) and upward

longwave radiation (20–60 W m�2). In the Midwest, where
the warm bias is quite large, the bias in net radiation is
actually low (20 W m�2). This is because the higher surface
temperature in this region generates higher upward long-
wave radiation, by 70 W m�2.
[25] At the site level, the model generated 20% or more

excess net solar radiation and longwave radiation for all four
vegetation types (Table 3), further confirming a systematic
overestimation. The excess downward solar radiation for all

Table 3. Surface Radiation Budgets of WRF3-CLM3.5 (Model) (Obs) Over Four Dominant Vegetation Typesa

Site Type

Net Radiation SW Downb SW Upb Net SWb LW Downb LW Upb Net LWb

Model Obs Model Obs Model Obs Model Obs Model Obs Model Obs Model Obs

Crop 88.9 81.7 221.9 191.9 35.2 40.2 186.7 151.7 332.6 371.5 430.4 379.8 �97.8 �8.3
Grass 93.3 59.7 231 183.5 39.2 43.8 191.8 139.7 307.4 302.5 405.9 376.5 �98.5 �74
Evergreen 112.1 90.5 203.6 165.8 23.9 17.8 179.7 148 308.3 304.2 375.9 360.3 �67.6 �56.1
Deciduous 100.5 88.8 209.9 164.6 29.7 23.8 180.2 140.8 320.9 317.8 400.6 371.1 �79.7 �53.3

aValues for cropland (crop), grassland (grass), evergreen needleleaf forest (evergreen), and deciduous broadleaf forest (deciduous) are the averages over
sites for each dominant vegetation type (Table 1).

bSW Down, downward solar radiation; SW Up, upward solar radiation; Net SW, net solar radiation; LW Down, downward longwave radiation; LW Up,
upward longwave radiation; Net LW, net longwave radiation.

Figure 6. Annual differences between WRF3-CLM3.5 and Clouds and the Earth’s Radiant Energy Sys-
tem in 2004 for (a) net radiation, (b) upward longwave radiation, and (c) downward solar radiation.
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vegetation types is a discrepancy that has been found in
many climate models [Wild, 2008]. We also found that
WRF3-CLM3.5 tends to produce a larger downward solar
radiation bias in summer than in winter (not shown), which
may be due to 20% less cloud cover in summer but not
winter (using a rough comparison to CERES cloud cover
data, not shown). As would be expected, the model produces
excess upward (emitted) longwave radiation because of the
overestimated surface temperature. The large bias also
dominates the net longwave flux since the bias in downward
longwave is negligible except for over crops (Table 3). The
temporal variation in the net radiation bias is similar to the
downward solar radiation bias: higher in summer than
winter (Figure 7), which highlights that downward solar
radiation is fundamentally important to correct simulation of
net radiation.

4. Discussion

[26] Both WRF and CLM have deficiencies that should be
resolved in future versions to reduce the warm bias. The
large warm bias in the standard version of WRF suggests
there are problems in WRF. For example, the downward
solar radiation bias contributes substantially to the warm bias
based on a 1 year sensitivity test that artificially reduced

downward solar radiation by 30% (WRF3-CLM3.5 simu-
lated a 3 K lower 2 m air temperature averaged over land
grid cells). Reducing downward solar radiation is not simple
because it is associated with many factors. Previous work
[Markovic et al., 2008; Wild et al., 2001] suggests the
overestimate of downward solar radiation at the surface
could be either due to less cloud cover for cloudy days or
less sky absorption of downward solar radiation for clear
days. Ignoring aerosols in the model may also contribute to
excess downward solar radiation [Wild, 2008]. The negative
precipitation bias in the Midwest (Figure 2c) suggests that an
underestimate of cloud cover may contribute to excess
downward solar radiation in the Midwest. Further validation
with WRF3-CLM3.5 focusing on the cloud cover and clear
sky absorption are strongly encouraged but are beyond the
scope of this paper.
[27] Fortunately, the newer WRF3.2 includes boundary

layer physics and microphysics that could improve the
overall simulation. A 1 year sensitivity test using standard
WRF3.2 with the MYNN boundary scheme [Nakanishi
and Niino, 2009] and Thompson microphysics scheme
[Thompson et al., 2008] showed a reduction in the down-
ward solar radiation by 30 W m�2, in T_max by 3 K, and in
T_min by 2 K.

Figure 7. Monthly net radiation for WRF3-CLM3.5 nearest grid cells (red line) and AmeriFlux sites
(black line) for (a) cropland, (b) grassland, (c) evergreen needleleaf forest, and (d) broadleaf deciduous
forest in 2004.
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[28] With respect to CLM, the large warm bias in the
Midwest could be due in part to (1) the missing irrigation
scheme and (2) the lower crop leaf area index used in the
model. A large area in the Midwest is covered by irrigated
agriculture according to global irrigation maps [Siebert et al.,
2005]. Without an irrigation scheme, WRF3-CLM3.5 may
overestimate temperature by 3–5 K in summer in the Mid-
west [Lobell et al., 2009; Sacks et al., 2009]. Considering the
strong coupling between soil moisture and precipitation in
the Midwest [Koster et al., 2004], low soil moisture could
reduce cloud cover and enhance the downward solar radia-
tion, further heating the land surface and contributing to a

positive feedback in this region and producing a large warm
bias. Also, the much lower maximum leaf area index used in
the model (Table 4) could reduce LE and therefore increase H
and near-surface temperature. The simulated seasonal varia-
tion in LAI is much lower than the direct measurements at the
Bo1 site [Wilson and Meyers, 2007].
[29] Although CLM3.5 includes significant improvements

in surface input data [Lawrence and Chase, 2007], there is
still space for further improvements because of uncertainties
in algorithm and validation methods used to produce the
surface data [Yang et al., 2006]. In particular, LAI is a key
physiology parameter that strongly influences the LE and
surface albedo. With lower LAI, the model may generate
lower LE if other conditions remain the same. The lower LE
would shift the Bowen ratio, increasing the near surface
temperature and even possibly reducing precipitation
because of less water vapor transport. For example, the
underestimated LE at the Fpe site may be because of the
lower LAI used in the model, which is 1.4 m2 m�2 for
maximum LAI while the observed LAI is 2.5 m2 m�2

(Table 4). The mean maximum LAI over the crop sites is
6.6 m2 m�2, while the model mean maximum value is
1.9 m2 m�2, which reduced the partitioning to LE in WRF3-
CLM3.5. Although the prescribed LAI in the model does not
capture the observed interannual variability [Lu et al., 2001],
LAI in WRF3-CLM3.5 is quite good for three deciduous
sites (Figure 8), where the observed LAI values are similar
to the model values. At Ha1, the observed LAI is larger than

Figure 8. Monthly variation in leaf area index (LAI) for WRF3-CLM3.5 and AmeriFlux observations at
three deciduous sites: (a) MMS, (b) UMB, and (c) Ha1. LAI used in WRF3-CLM3.5 is an interpolation of
CLM3.5 standard input [Lawrence and Chase, 2007], a prescribed LAI that does not change from year to
year (lines). The LAI at AmeriFlux sites are ground observations available for some months (circles).

Table 4. Comparison of Maximum Leaf Area Index Between
Model and Observation for AmeriFlux Sites With Measurements
(Obs) and Corresponding Model Grid Cells (Model)

Site Type

Maximum Leaf Area Index

Model Obs

Cropa 1.91 6.6
Grassb 1.4 2.45
Evergreenc 4.3 3.62
Deciduousd 4.2 4.5

aCrop, the mean maximum leaf area index at Bo1, Ne1, and Ro3.
bGrass, the mean maximum leaf area index at Fpe and Var.
cEvergreen, the mean maximum leaf area index at Wrc and me2.
dDeciduous, the mean maximum leaf area index at MOz, MMS, UMB,

Bar, and Ha1.
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the model LAI, but the lower LAI in the model yielded a
larger LE, which suggests that there are other factors driving
the overestimated LE. For instance, the large LE and H in
summer may be due to the excess net radiation (Figure 7).
Overestimated precipitation in February and March may also
help account for the high LE in those months.
[30] In CLM3.5, an additional soil resistance term [Sellers

et al., 1992] was added that effectively reduced the unrea-
sonably large soil evaporation in CLM3 [Lawrence et al.,
2007]. However, our simulation (Figure 4d) suggests that
the excessive soil evaporation is still a problem for broadleaf
deciduous forest before leaf emergence in January, Febru-
ary, and March, which is also supported by offline simula-
tions [Stöckli et al., 2008]. At Ha1 and MMS (Figure 4d), it
is obvious that the soil evaporation (LESOI) is the largest
among the three LE components in spring. The large soil
evaporation substantially reduced the Bowen ratio before
leaf emergence. The new treatment of soil evaporation in the
latest version of CLM [Sakaguchi and Zeng, 2009] reduced
the annual average soil evaporation, but mostly in summer in
the United States [Lawrence et al., 2011]. Further improve-
ments to reduce spring soil evaporation in broadleaf decid-
uous regions are highly recommended.

5. Conclusion

[31] Our analyses show that WRF3-CLM3.5 output is in
good agreement with observed energy partitioning over
needleleaf evergreen forests, but has errors in cropland,
grassland and broadleaf deciduous forest. Since none of the
current climate models can perfectly simulate energy fluxes
and standard WRF has a large wet bias, we believe WRF3-
CLM3.5 could be usefully applied in land use conversion
research after specific improvements. One recommendation
that could immediately improve the simulation is correcting
LAI based on available ground observations. For studies
focused on the Midwest United States, irrigation processes
must be added as in the work of Sacks et al. [2009] for a
better simulation not only of energy fluxes, but also of
temperature and precipitation, because of the strong soil
moisture-precipitation feedback. After adding irrigation
processes and correcting the LAI, WRF3-CLM3.5 should be
reliable for studying conversions between grassland, dryland
crops and irrigated crops, or between needleleaf evergreen
forest and grassland. Studies involving deciduous forests
need to consider the excessive spring soil evaporation that
cannot be easily corrected in the current model version.
[32] Our analysis shows that a large warm bias exists both

in standard WRF and WRF3-CLM3.5, and that this bias is
substantially diminished when downward solar radiation is
artificially reduced, suggesting that the WRF model has
some deficiencies independent of the land surface model.
The very large downward solar radiation in WRF is the
driving force for the warm bias, which could be due to too
little cloud cover or insufficient sky absorption of downward
solar radiation on clear days. Further examination of these
potential deficiencies are beyond the scope of this paper, but
will be important for improving the quality of regional cli-
mate model studies using WRF. A more recent version of
WRF includes new schemes for microphysics and boundary

layer physics [Nakanishi and Niino, 2009; Thompson et al.,
2008] that also may improve the overall simulation.
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